
Honeywell Responsible AI Principles 

 

The following Responsible AI principles inform decision-making across all AI Systems and 

Use Cases at Honeywell. Moreover, Honeywell’s Supplier Code of Conduct states 

Honeywell’s expectation that its Suppliers follow similar principles in any AI supplied to 

us. 

1. Accountable. We strive to hold ourselves accountable through robust AI 

governance, clear lines of responsibility, and monitoring to help ensure continuous 

improvement. We expect our partners to do the same. 

2. Safe and Secure. We seek to protect against unintended applications, access, or 

harm associated with our use or provision of AI. 

3. Valid and Reliable. We aim to employ technology that produces appropriately 

consistent and accurate results and incorporates controls designed to help 

minimize disruptions. 

4. Fair and Equitable. We strive to treat people fairly and equitably from the design 

to implementation of AI, including seeking to identify and mitigate algorithmic bias. 

5. Privacy and Intellectual Property. We strive to safeguard individual 

confidentiality, autonomy, and control over the use and disclosure of Personal Data 

as feasible, appropriate, and legally required and to protect Honeywell and third-

party intellectual property and data rights.  

6. Transparent and Explainable. We promote transparency in our design, function, 

description, and use of AI and endeavor to maximize explainability of AI decision-

making when feasible and appropriate. 

7. Sustainable. We are committed to reducing our environmental footprint, including 

supporting the environmentally and socially conscious use of AI.  

 


